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Abstract: Today, a group of supermarkets requires a consistent ridge of their yearly sales. This primarily results from a need 

for knowledge, resources, and the capability to estimate sales. Conventional statistical methods for supermarket sales are 

important and often lead to predictive models. In the age of big data and powerful computers, machine learning is the standard 

for sales forecasting. This comprehensive literature review examines superstore sales prediction models using ML and DL. 

This article review focuses on superstore sales prediction using machine learning and deep learning in data mining. Finally, DL 

is the best SSP for results. DL models market movements well. Automatic feature extraction models and forecasting strategies 

have been tested with various inputs. DL algorithms process large real-time datasets better. DL research found the best hybrid 

processing methods for real-time stock market data. DL and ML methods predict the client's response and identify its factors. 

DL and ML algorithms are evaluated using Rodolfo Saladanha marketing campaign data. Four metrics precision, recall, F-

measure, and accuracy compare ML and DL algorithms. MATLAB tested these methods. LSTM, CNN, LR, RF, and LR 

algorithms were used to compare results to well-known ML and DL algorithms. Artificial Convolutional Neural Network 

(ACNN) is compared to RF, LR, CNN, and LSTM. The proposed superstore sales prediction algorithm outperformed the others. 

The proposed model predicted superstore sales with a validation accuracy of 93.90 percent, outperforming current and suitable 

baselines. 
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1. Introduction 

 

Sales forecasting is necessary for any successful retail firm in today's aggressive business environment, where sales are of the 

greatest significance to businesses. Retail businesses must seek ways towards progress working effectiveness if they want to 

stay aggressive. Since sales volumes are any retailer's primary concern, having precise sales predictions is essential to the 

success of every organization. By preventing overproduction and decreasing overstock, it can help in inventory management 

[1]. Also, it can be a tremendous tool designed for boosting a business' profitability during cost forecasts [2]. Several significant 

 
*Corresponding author.  

https://creativecommons.org/licenses/by-nc-sa/4.0/


Vol. 1, No.1, 2023 2 

factors impact future sales. It is important to note that the level of predicting difficulty varies depending on the product. Milk 

products have reliable demand during the year, making it easy to forecast their sales [3]. Since sales volumes are the primary 

focus of any store, having accurate sales predictions is essential to the success of every enterprise. 

 

Profit is the ultimate objective of every supermarket. This is accomplished when more products are sold, and there is a high 

turnover. Using this data, gold distinguishes high-performing supermarkets from the competition. The volume of sales data has 

been constantly growing in recent years. The data with the purpose of customers collecting when they engage with different 

supermarkets. The company's supply chain, finances, marketing, and other departments cannot run smoothly without it. 

Overestimation can result in issues with product shelf life, ultimately increasing the cost of storage, goods, and operations. 

Underestimation can result in the product running out of stock, marketing initiatives being disrupted, and customers being lost. 

So, the accuracy of sales forecasts has a ripple effect on business productivity. A key component of retail is shopping sales. 

Administrators rigorously evaluate the most trustworthy models to aid in forecasting future sales. Forecasting shop sales can 

help anticipate future sales changes or increases when making decisions based on historical and present data. Understanding 

sales patterns and trends will help businesses or merchants make more money and improve customer satisfaction through 

precise prediction [4].  

 

The most reasonable course of action for merchants in this regard is to look for answers, given the rapidly expanding capabilities 

of technology. The forecasting of supermarket sales can be done in several ways, but historically, many supermarkets have 

relied on these conventional statistical models. However, Machine Learning (ML) has developed into a significant field of data 

science that has gained popularity because of its strong predictive and forecasting abilities. As a result, it has become the go-to 

for extremely precise sales forecasting and other crucial fields [5]. Machine Learning (ML), created in the information science 

sector recently, is used in practical contexts like data mining. Researchers continue to glean knowledge and insights that are 

helpful to businesses from the significant amounts of consumer information data that these businesses have amassed utilizing 

these data mining techniques, coupled with big data, an area of study. Because they are implemented without understanding 

customers' purchasing behaviours, traditional sales and marketing goals do not help firms keep up with the pace of a competitive 

market. In the studies mentioned above, there are primarily three issues that stand out:  

 

• It is challenging to segment customers based on their relationship with particular products;  

• Effective feature representation from raw data; and  

• All of the features were manually chosen and required expert knowledge.  

 

Yet, there has been interest in using DL techniques for this issue due to the increasing processing power offered by current 

computers. For the purpose of analyzing Supermarket Marketing Campaigns with high reliability and classification accuracy, 

DL approaches are presented. Applications for DL as a technology include predictive modeling, acoustic modeling, image 

recognition, speech recognition, and natural language comprehension [6].  

 

The developments in DL have greatly impacted the worlds of sales and marketing. Superstore sales prediction using machine 

learning and superstore sales prediction using deep learning in data mining are the two main headings of this article review. 

Lastly, the ideal SSP for effective results is the DL methodology. The remainder of this essay is broken out as follows. The 

literature review provided in the following section 2 addresses various ML and DL algorithms for sales prediction. The 

effectiveness of various approaches is compared in Section 3 and results and discussion in 4. Finally, the conclusion and future 

work are covered in Section 5.  

 

2. Review of Machine Learning Methods For SSP 

 

Odegua [7] introduced using K Nearest Neighbor (KNN), Gradient Boosting (GB), and Random Forest (RF) for estimating 

grocery sales. The introduced effort consists of two main steps: classification, data processing, and engineering. One-hot 

encoding has been introduced to encode all categorical variables, the mean was used to fill in any missing instances in the 

Product Weight feature, and the data set was then standardized by removing the mean from the data and dividing the result by 

the standard deviation. Second, using three machine learning algorithms-KNN, GB, and RF, forecasted sales for the grocery 

chain "Chukwudi Supermarkets." Supermarket kind (Grocery Store), product pricing, supermarket opening year, and 

supermarket location, among others, were the most crucial factors that aided in better sales forecasting. The data set comprises 

a sample of 4990 occurrences with 13 features/variables. Performance evaluation metrics are Standard Deviation (SD) and 

Mean Absolute Error (MAE). Regression is the type of work, and the MAE is a tried-and-true statistic that accurately assesses 

model performance. The outcomes demonstrate that the RF algorithm outperforms the GB and KNN models.  

 

Tom et al. [8] created an ensemble classifier using RF, Decision Trees (DT), Ridge Regression (RR), XGboost, and Linear 

Regression (LR) to predict product sales. The connection between the imputed qualities is reduced when missing values are 

replaced with means and modes because they are numerical. Second, regardless of the sort of prediction job, whether it is 
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regression or classification, an ensemble classifier employing RF, DT, RR, XGboost, and LR is implemented. Many ML 

algorithms have used 2013 Big Mart Sales data to forecast sales in the future. This model's accuracy analysis is contrasted with 

those of other models.  

 

Singh et al. [9] introduced a MapReduce (MR) to analyze Walmart's sales data. To ascertain the business drivers, use the 

Walmart Shop. It can forecast which departments will be impacted by certain circumstances and how they will affect sales at 

various stores. Large Walmart sales datasets kept in Comma Separated Value (CSV) format are among the tools and methods 

used for this endeavour. Apache Spark uses Hadoop Distributed File Systems (HDFS) with a build of Hadoop as a data storage 

option. Apache Spark is a framework that can manage batch and stream processing simultaneously on the same application. 

Instead of using the standard Spark shell, InteliJ Idea was integrated with Spark. A wider audience can now easily analyze huge 

amounts of data thanks to the spark data frame Application Programming Interface (API), which also supports distributed data 

processing in general-purpose programming languages like Scala, Python, and Java. A spark-Structured Query Language (SQL) 

component has been introduced to query the data because the files are stored in data frames. Lastly, use Spark-SQL to apply 

MR functions on the datasets. Throughput and response time are the performance indicators. 

 

Wang [10] formulated an Adaptive-Neuro-Fuzzy Inference System (ANFIS) for predicting consumer electronics sales. These 

nonlinear outputs are handled by ANFIS, which also provides sustainable development and management. This system provides 

decision-making that takes several objectives and multiple outputs into account. Analyzing several variables, including the 

design process, client specifications, computational intelligence, and soft computing, focuses on real-world problem-solving. 

The ANFIS inference module calculates the threshold value using all the inputs from related sensors. The outputs from sensor 

nodes are connected to the server to configure consumer electronics. The sensors may record variables like temperature, 

frequency, motion, sound, video, light, pressure, etc. The performance evaluation metrics are Threshold Value and Response 

Time. 

 

Cheriyan et al. [11] proposed a Generalized Linear Model (GLM), Decision Tree (DT), and Gradient Boost Tree (GBT) for 

predicting sales. Data collection, preparation, and prediction are the introduced work steps. Data preparation and collecting 

came first. The initial dataset included a lot of entries, but after removing useless, redundant, and irrelevant data, the final 

dataset was significantly smaller than the initial dataset. Second, prediction is concerned with future events. Three ML 

algorithms, GLM, DT, and GBT, can be used for prediction. The three years of sales data from an e-fashion shop were used to 

create the dataset for this study. Past sales data for the three years from 2015 to 2017 were gathered for the e-fashion store to 

anticipate future sales. The performance evaluation metrics are accuracy rate, error rate, precision, recall and Kappa. According 

to the studies, GBT is the best-fit model, showing the highest accuracy and lowest error rate in forecasting and future sales 

prediction. 

 

Ching-Chin et al. [12], resolve the new product sales forecasting problem, there are two methods: the New Product Sales 

Forecasting Process (NPSFP) and the New Product Forecasting System (NPFS). The NPSFP approach standardizes the sales 

forecasting processes by directing data collection and analysis, selecting the forecasting model, calculating real forecasts, and 

manually adjusting forecasting results. NPFS outperformed the Moving Average approach. Results are measured using Mean 

Absolute Percentage Error (MAPE). 

 

Choi et al. [13] introduced a Grey Model (GM) and Extended Extreme Learning Machine (EELM) for retail fashion. The EELM 

and GM processes are combined in an intelligent forecasting algorithm. The introduced real data study shows that this newly 

created method may produce accurate predictions given the available time and data constraints. Due to the trend factor's 

importance and the seasonal cycle's typical high variability in quick fashion, these two characteristics fit the fast fashion demand 

pattern quite well. The sales data was gathered from a knitwear fashion business that adopted the rapid fashion idea. Results 

are measured using Mean Absolute Percentage Error (MAPE). The findings may benefit Future fast fashion operations from 

real-time sales forecasting. There are also some managerial ramifications mentioned. 

 

Zuo et al. [14] formulated a Support Vector Machine (SVM) and Naive Bayes (NB) classifiers that are used to predict what 

customers will buy in a grocery store. In the proposed work, two representative machine learning techniques, NB classifier and 

SVM, are used to examine how well they perform with real-world data. SVM is a member of the group of theories known as 

supervised learning, which is comparatively very effective for tasks involving classification, regression, and clustering. An 

SVM classifier's distinctive kernel component sets it apart from other learning algorithms in that it can efficiently handle high-

dimensional data space. Results are measured using accuracy. 

 

Yang and Ramingwon [15] proposed an RF regression for supermarket sales forecasting. Pearson Correlation Coefficient (PCC) 

is introduced to calculate the relationship between features and then rank the source data with important information of random 

forest features to get the most important features to the model, i.e., the influencing factors. The original data used in this study 

came from publicly accessible data on Alibaba's Tianchi platform, which included sales information from a small shop with 
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three branches. The decidability factor, Mean Squared Error (MSE), Mean Absolute Error (MAE), and Explained Variance 

Score (EVS) were selected as indicators for the model evaluation. 

 

Wang [16] developed an XGboost, and LightGBM created a sales forecasting model. Preprocessing, feature selection, and 

classification are the introduced work steps. Initially, preprocessing is required since the dataset includes non-numeric data that 

must be transformed into numeric values before it can be used with the model. The second step is the introduction of Recursive 

Feature Elimination (RFE), which uses cross-validation to establish the ideal number of features. Then carried out model 

integration and gave weights based on the predictions made by these two models. Results are measured using Root Mean 

Squared Error (RMSE). According to experimental findings, this method's RMSE is 2.07, much lower than the RMSE of the 

two models used before the integration. The RMSE of the model based on LightGBM is 2.09, and the RMSE based on the 

XGBoost framework is 2.11.  

 

Ali et al. [17] introduced RF, Decision Tree (DT), and Linear Regression (LR) models that are used to forecast big-mart sales. 

It entails the following actions: generating hypotheses, data exploration, data cleansing, and feature engineering are the first 

three steps. By examining the sales of other markets with particular characteristics, you may forecast the market's sales. 

Concatenate files to better comprehend the data because the dataset consists of two distinct train and test files. According to 

the experimental findings, of the four machine learning algorithms used, the RF predictor performed better than the RR, LR, 

and DT models. The proposed models' effectiveness has been assessed using Root Mean Square Error (RMSE). 

 

Jiménez et al. [18] introduced Online sales forecasting using the Evolutionary Non-dominated Radial slots-based Algorithm 

(ENORA), RF, Non-dominated Sorted Genetic Algorithm (NSGA-II), and RFE. Preprocessing, feature selection, and decision-

making are the two main steps of the proposed study. Then, the modes and means from the training data replace all the missing 

values for nominal and numerical variables. Second, the ENORA wrapper technique uses feature selection as a search approach. 

Lastly, the RF model introduces a precise regression model. Test and evaluate ENORA's performance as a multi-objective 

evolutionary search strategy compared to the original dataset, a traditional backward search strategy like RFE, and other multi-

objective evolutionary search strategies like NSGA-II. The Kaggle repository is where the dataset was gathered. RMSE has 

evaluated the performance of the proposed models. 

 

Pane et al. [19] formulated an association rule in supermarket sales that can be improved using Particle Swarm Optimization 

with Gradient Boosting Regression (PSO-GBR) based on a regression model that can forecast weekly sales. Compare the 

introduced GBR with the two established prediction techniques, Linear Regression (LR) and AdaBoost Regression (ABR), as 

a benchmark for this research. Preparing the data comes first. Finally, using GBR, create a model to forecast sales using the 

dataset. The model will next be put through a benchmark evaluation. Next, use PSO to maximize sales using an optimal 

regression technique. The final stage demonstrates that the strategy yields the best results for Weekly Sales. The supermarket 

dataset was produced using Kaggle's "Retail Data Analytics." GBR has a higher R2 score for the train and test datasets, 

respectively, of 0.95 and 0.94. Next, it is demonstrated that PSO increases sales using the GBR model's cost function. 

 

3. Review of Deep Learning Methods for SPP 

 

Pan and Zhou [20] proposed E-commerce sales forecasting using Convolutional Neural Networks (CNN). To forecast 

commodities sales, CNN is used to mine e-commerce data. The first step in this process is to integrate the intrinsic properties 

of the pertinent product data with the original cargo log dataset, which can be transformed into a particular "data frame" format. 

The raw log file includes items sold over a long period, price, quantity view, browsing, searching, times collected, the number 

of products added to the cart, and many other metrics. The data frame is then processed using CNN to extract useful 

characteristics. CNN's final layer employs these attributes to forecast product sales. The 1814,892 records in the experimental 

dataset that the Alibaba Group has made available. On a genuine e-commerce dataset, the proposed algorithm's viability is 

confirmed. Mean Square Error (MSE) is a performance evaluation statistic used in experiments. 

 

Kaneko and Yada [21] developed an L1 regularisation deep learning, a recent development in the fast-expanding field of 

machine learning that has attracted much interest. A retail Store's Point-of-Sale (POS) data collected over three years was 

utilized to create a sales prediction model that, given a day's sales, forecasts a change in sales for the following day. 

Consequently, a deep learning model that considers L1 regularisation had the highest accuracy rate for predicting sales, which 

was 86.00%. Three years' worth of POS data from supermarkets in the Kanto region of Japan was gathered between 2002 and 

2004. Results are evaluated by the precision, recall, F-measure, accuracy, and Area Under of Curve (AUC). 

 

Samonte et al. [22] introduced an LSTM, and RF is used to forecast sales in retail establishments. Data preprocessing, data 

analysis, and data testing are the introduced work steps. First, preprocess the data by removing any rows with incorrect or 

missing values and dividing them into training and test sets. Subsequently, data analysis proposed a system that, when dealing 

with time-series data to estimate sales, predominantly used the LSTM algorithms. Also, the proposed system used the RF 
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algorithms as a baseline for comparison with the applied prediction model in the study. In order to increase the predictive 

accuracy, the introduced system focused on forecasting sales in retail establishments that used four-stage procedures to generate 

the dataset. The Kaggle dataset was obtained and altered to fit the features. RMSE and MAPE measures are used to assess and 

contrast the performance of the two models, LSTM and Autoregressive Integrated Moving Average (ARIMA). 

 

Punam et al. [23] formulated a two-level strategy to estimate product sales from a certain outlet. The proposed labour processes, 

which include feature engineering, data transformation, and (1) data exploration, are crucial for correctly forecasting outcomes. 

During the data exploration phase, it was discovered that the values for Item Weight and Outlet Size were missing. The weight 

of that specific item was averaged to fill in any missing values for item weight, and the mode of the outlet size for that specific 

type of outlet was used to fill in any missing values for outlet size. Big Mart Sales data from 2013 is used as the dataset for the 

technique. As an evaluation statistic, MAE has been used to examine the models' performance.  

 

Leo Alexander and Delwin Christopher [24] proposed Big Mart sales forecasting using Linear Regression (LR), Principle 

Component Analysis (PCA), RF, SVM, and Neural Network (NN). The introduced work steps include feature engineering and 

data cleaning. Following data cleaning, missing values are imputed using multivariate chained equations (MICE). The 

ensemble-based prediction model was then created by feature engineering using fundamental statistical predictive models like 

the generally linear, PCA-based, and other machine learning techniques like RF, SVM, and NN. The forecast is generated using 

one data set, for which the historical sales are available, while the analysis uses a different data set. The information was 

gathered through Analytics Vidhya, and RMSE was utilized to analyze the outcomes. 

 

Zhaoweijie et al. [25] developed A significant supermarket chain XGboost gradient model for Rossmann. The sales position of 

Rossmann Company's 1115 stores over the last three years predicts how much money will be spent in those 1115 stores over 

the following 48 days. The two main steps of the proposed study are feature engineering and data pre-processing. Before 

creating the spatial dimension features, pre-processing, data transformation, and association establish the time dimension 

characteristics. Lastly, performs feature engineering from the perspective of space and time, builds a prediction model using 

the XGboost gradient promotion technique, and predicts the sales. The model's accuracy in predicting the future sales of 41088 

samples in the Kaggle competition was 89.07%. 

 

Niu [26] introduced an XGboost, and careful feature engineering processing is combined in the XGboost sale prediction model, 

which foresees Walmart's sales issues. To efficiently make accurate forecasts, use the properties of many dimensions. Walmart 

supermarket sales data has been collected from the Kaggle competition datasets to evaluate the XGboost sale forecast model. 

Experimental findings demonstrate that the introduced methods outperform alternative ML strategies. Route Mean Square Scale 

Error (RMSSE) in the proposed study is 0.141 and 0.113 less than that of the LR and ridge algorithms. 

 

Jha and Pande [27] formulated an increase in sales in a commercial setting; Facebook (FB) Prophet and Auto-Regressive 

Integrated Moving Average (ARIMA) are used. For predicting sales, the regression model and the logistic exponential model 

has been introduced in this work. The most recent technique to demonstrate enhanced supermarket forecast accuracy is FB 

Prophet. The proposed models' performance accuracy is evaluated using three matrices, MSE, RMSE, and MAPE. It may be 

inferred from the introduced research that the ARIMA system is a better prediction model due to its reduced error, better 

prediction, and better fitting. 

 

Kaunchi et al. [28] proposed a Long Short-Term Memory (LSTM) and Convolutional Neural Network (CNN) hybrid for sales 

prediction. A real-time big mart dataset from the neighbourhood market stores is used to test the proposed model. The 

estimations collected introduced that the number created matches the actual data, with a maximum degree of precision of 97% 

and a minimum degree of precision exceeding 82.00%, according to the predictive approach. 

 

Dai and Huang [29] proposed an LSTM for predicting sales. Employ an LSTM model with a unique loss function and the 

hyper-parameter search for accuracy optimization. The performance of two different LSTMs with or without the hyper-

parameter search is compared using six different machine learning models using Auto Machine Learning (AutoML) as the 

baseline. Use the open dataset, Kaggle Rossman sales data, to demonstrate the performance. Based on user preferences that 

reflect the needs of the actual business, it can also legitimately exaggerate or underestimate sales estimates. Prediction accuracy, 

the Root Mean Square Percentage Error (RMSPE), and the MAPE are used to analyze the results. 

 

Chen [30] developed an Adaptive Genetic Algorithm with Long Short-Time Memory (AGA-LSTM) neural network-based 

online retail prediction model. In order to increase the model's predictive accuracy, the AGA is used during the LSTM 

construction process to optimize network parameters like the time step, the number of hidden layers, and the training times. 

The model then forecasts the different types of goods and the overall sales volume. Results from the University of California, 

Irvine's Online Retail II dataset have been gathered (UCI). It keeps track of every online transaction order data from UK shops 
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from December 1, 2010, to December 9, 2011. The results demonstrate that the AGA-LSTM model's prediction accuracy is 

significantly higher than that of the conventional LSTM model, demonstrating the efficiency of this method by MSE.  

 

Lingxian et al. [31] introduced an integrated framework for online retail sales prediction that combines conventional 

unsupervised learning of data features with K-mean clustering and a cutting-edge artificial intelligence model of the LSTM. 

Lastly, note that by utilizing a modest quantity of historical data, the modelling approach can represent near-term online retail 

dynamics. The dataset includes the transaction records for an online retail operation in the UK between December 1, 2010, and 

December 9, 2011. Stochastic Gradient Descent (SGD) optimization and MSE are both employed.  

 

Ding et al. [32] formulated a CatBoosting-based method for sales forecasting. The feature engineering and prediction system 

are the two main steps of the proposed study. A machine learning pipeline always starts with feature engineering. A decision 

tree gradient boosting approach with great performance is called CatBoosting. It is a quick and precise framework with built-

in support for categorical features for gradient boosting on oblivious trees. The M5 Forecasting-Accuracy dataset from Kaggle 

was used to train the model. The dataset includes sales information for 30490 Walmart products during 1914 days. The 

introduced model outperforms established machine learning techniques like LR and SVM in the experiments, achieving an 

RMSE of 0. 605. The proposed method requires less fine-tuning than existing methods, which enhances its capacity to 

generalize to other custom datasets and increases its potential applications. The RMSE is the measurement tool for this 

competition. 

 

Chen et al. [33] proposed a Walmart sales forecasting model using a Deep Neural Network (DNN). Moreover, test the NN 

model using the Kaggle platform's datasets. The network's neurons require input signals to be received and processed and output 

signals to be sent. Studies have revealed that the introduced NN model delivers greater performance by RMSE compared to 

other machine learning models. The RMSE metric outperforms the LR and SVM by 2.92 and 2.58, respectively. Additionally, 

the SHapley Additive exPlanations (SHAP) method is employed to analyze the NN model to mine features of various 

dimensions and create accurate predictions. 

 

4. Results and Discussion 

 

The RF, LR, CNN, LSTM, and ACNN classification algorithms have all been considered for experimentation. A confusion 

matrix, like the one in Table 1, can represent the details of the real and expected samples. Experiments employing the introduced 

deep learning classifier have employed several learning paradigms. The classification results show that the choice of 

characteristics and the classification model are crucial in predicting superstore sales. A superstore is making preparations for 

its holiday sale. Rodolfo Saladanha's marketing campaign dataset was used for classification.  

 

Several performance metrics have been considered to validate the introduced model's performance, including precision, recall, 

F1-score (or) F-measure, accuracy, and confusion matrix as evaluation matrices. The confusion matrix listed in Table 1 

determines the metric utilized for the two-class classification problem. A confusion matrix is a table with two rows and two 

columns used in predictive analytics to represent the number of True Positive (TP), True Negative (TN), False Positive (FP), 

and False Negative (FN) outcomes of a classification model. TP and TN show the number of correct classifications. 

Nevertheless, FP and FN indicate the quantity of inaccurate classification. 

 

Table 1: Representation of Confusion Matrix 

 

 Predicted positive Predicted negative 

Actual positive True Positive (TP) False Negative (FN) 

Actual negative False Positive (FP) True Negative (TN) 

 

4.1. Dataset 

 

A superstore is making preparations for its holiday sale. They want to introduce a new deal: a gold membership that costs $499 

but is otherwise $999 and offers a 20% discount on all purchases. Only current customers will be eligible, and a phone campaign 

is being developed for them. The management believes that creating a predictive model that will categorise clients who might 

take advantage of the offer is the best method to lower the cost of the campaign. The superstore wants to determine the various 

elements influencing the customer's response and forecast the possibility that the consumer will respond favourably. The dataset 

was obtained from the Rodolfo Saldanha marketing campaign on Kaggle [34]. 

 

4.2. Evaluation Metrics 
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Precision, recall, accuracy, F-measure, and confusion matrix have been taken into account as performance metrics to convey 

the comparative results of ML and DL algorithms and validate the performance of the given model. These measurements have 

been calculated and applied using MATLAB. True positive and true negative in this study refer to the accurate forecast of a 

possible client and a non-potential consumer, respectively. False positive refers to a client who is not potential but is classified 

as such by the prediction model, and false negative refers to a customer who is potential but is classified as such by the prediction 

model. 

 

Precision is defined as equation (1), 

Precision =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 (1) 

Recall is defined as equation (2), 

Recall=
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (2) 

F-measure is the harmonic mean of precision, and recall is defined as equation (3), 

𝐹1 =
2 ∗ Precision ∗ Recall

(Precision + Recall)
 

(3)  

Accuracy is defined as equation (4), 

Accuracy=
TP+TN

(TP+TN+FP+FN)
 (4) 

Here, TP and TN serve as examples of the quantity of accurate classification. FP and FN, however, indicate the number 

of incorrect classifications. 

 

4.3. Results Comparison 

 

Table 2 clearly outlines the performance comparison of the precision, recall, accuracy, F1-score, or F-measure values. The 

accompanying figures 1–4 plot these four metrics as simulation outcomes. Figures 1–4 provide evidence that the introduced 

methodology, ACNN, is evaluated against other current techniques, including RF, LR, CNN, and LSTM. 

 

Table 2: Prediction Algorithms by Various Evaluation Metrics 

 

Prediction Algorithms Evaluation Metrics 

Precision (%) Recall (%) F-measure (%) Accuracy (%) 

LR 69.55 71.18 70.63 74.94 

SVM 74.67 75.49 75.08 77.57 

CNN 77.38  80.72 79.05 80.48 

LSTM 81.54 83.29 82.41 84.62 

ACNN 83.95 87.84 85.89 88.45 

 

 
 

Figure 1: Precision Performance Comparison in Various Classification Methods 
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Figure 1 displays the precision comparison between the introduced ACNN and existing approaches in various classification 

methods, including RF, LR, CNN, and LSTM. Compared to other approaches already in use, the proposed method can achieve 

a high precision rate, as shown in Figure 1. It is the best method for predicting supermarket sales, with an 83.9% accuracy rate. 

Compared to the introduced method, various existing methods, such as RF, LR, CNN, and LSTM, provide precision rates of 

66.5%, 69.6%, 78.3%, and 81.5%, respectively. 

 

 
 

Figure 2: Recall Performance Comparison in Various Classification Methods 

 

Figure 2 illustrates the recall comparison in several classification approaches between the proposed ACNN and current methods, 

including RF, LR, CNN, and LSTM. Compared to other current methods, the introduced method can achieve a high recall rate, 

as shown in picture 2. With a high recall rate of 87.8%, it is the best method for predicting grocery store sales. Compared to 

the proposed method, the recall rates provided by the existing approaches, such as RF, LR, CNN, and LSTM, are, respectively, 

70.5%, 80.5%, 82.7%, and 84.1%. 

 

 
 

Figure 3: F-Measure Performance Comparison in Various Classification Methods 

 

Figure 3 illustrates the F-measure comparison in several classification methods between the proposed ACNN and current 

methods, including RF, LR, CNN, and LSTM. Compared to other current approaches, the introduced method can achieve a 

high F-measure rate, as shown in Figure 3. It is the most accurate method of predicting supermarket sales, with a high F-
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measure rate of 91.8%. The F-measure rates provided by the ACNN compared to the RF, LR, CNN, and LSTM are 71.3%, 

80.4%, 83.5%, and 85.7%, respectively; nevertheless, these rates are lower than the introduced technique. 

 

 
 

Figure 4: Accuracy Performance Comparison in Various Classification Methods 

 

Figure 4 illustrates the accuracy comparison of the introduced ACNN with existing approaches, including RF, LR, CNN, and 

LSTM in various classification techniques. Compared to other current approaches, the introduced method may achieve a high 

accuracy rate, as shown in Figure 4. It is the best method for predicting supermarket sales, with a high accuracy rate of 93.9%. 

The accuracy rates of the existing methods, such as RF, LR, CNN, and LSTM, are 76.9%, 79.5%, 86.9%, and 89.5%, 

respectively, which is lower than the accuracy rates of the introduced method. 

 

5. Conclusion and Future Work 

 

This study reviews and thoroughly discusses predictions of supermarket sales in retail stores using machine learning (ML) and 

deep learning (DL) techniques. Preprocessing, feature selection, and classification are the three primary processes in ML and 

DL-based approaches primarily studied for SSP in retail stores. Preprocessing, feature selection and classification, merits and 

demerits, some metrics, datasets, and classification results are analysed for SSP in every single piece of extant literature. The 

review paper also provided ML- and DL-based techniques for resolving SSP issues in retail establishments. It also fully 

discusses the simulation outcomes of several DL-based approaches in retail establishments. Data with complex and extensive 

structures can be learned using DL. In the current assessment, DL was used to build a model that forecasts the growth and 

decline of sales at a retail location, and its usability was evaluated. The model created using the current research can be used to 

predict future sales depending on the sales of a specific product on a given day at a specific location of medium size to record 

the highest sales prediction at a specific location. Eventually, taking into account the prerequisites for applying deep learning 

to retail enterprises, this research demonstrated the initial stages of an example of the technique for sales prediction. The 

effectiveness of the proposed approach is assessed using data gathered from the classification-related Rodolfo Saldanha 

marketing campaign. When picking the supermarket sales prediction in retail outlets, DL techniques consider accuracy the most 

crucial parameter. In the future, it will have to be used for increasingly larger-scale data and consider broadening the forecasts' 

applicability. Setting the parameters required for certain sales estimates and introducing optimal values will be crucial to 

accomplishing this task. 
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